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Abstract:

The paper considers a problem of model reduction of high
order sampled systems. The computation algorithm to obtain a
reduced order model from a given high order pulse transfer
function is presented. The method is based on matching the
weighting sequence of the original system with that of the
reduced model. The generalized least squares method is then
used for determination the model parameters.

1. Introduction:

Model reduction receives growing attention, in the mathematics
community and in various application areas. For example, in
electronics reduced order models are used to capture the behavior
of complicated interconnect systems in the form of a small
electronic circuits. These small circuits can be coupled to an
already existing circuit and co-simulated with it, so as to obtain a
better description of the system consisting of the circuit and their
interconnects. Similar approaches are used in other application
areas, the common denominator being the mathematical
techniques for model reduction . Also desirable to use models of
low order for the purpose of the computer simulation and/or
design of control system .
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A number of investigations have been carried out in
approximating high-order linear systems to low order ones [1],
[2]. The pade approximation method [3], [4] is very popular
among the proposed methods of model reduction. It is
conceptually attractive and has computational advantages over
many other methods. However, this method has the drawback
that it may produce an unstable reduced model although the
original system is stable [5]. The squared magnitude pade
approximation has been proposed by many authors [6], [7], [8].
In [9], model reduction is performed using continued fraction.

The authors in [10] have used the tangent phase pade
approximation for order reduction of pulse transfer function

. . 1+s
through the bilinear transformation z=——. However, this

1-5s
technique is very tedious.

In this paper, the model of a high order pulse transfer
function is performed through two stages. First, the weighting
sequence of the original system is computed and matched with
that of the reduced model. Second, a set of linear algebraic
equations have been solved using the generalized least squares
method.

2. Model Reduction of Pulse Transfer Functions :

Consider a high order sampled data system given by the
following pulse transfer function of n'™ order

n

-1 -

N a,+az +..+a7zZ

Gn(zl)= 0 1__1 n —
l+4bz™ +....+ b,z

(1)

Assuming that the poles of the system are within the unit circle

of the z-plane. The problem is to obtain a model Gm(z™)
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oforder m<n

a, +G‘.Z + Nl 5 z™"
G, (z')= LI T Ra

1+B,z" Fot Bmz""
(m<n) (2)
Which approximate the original system (1).

The system in (1) can be expanded as a weighting
sequence {(h,,1=0,1,2,...,p} as follows

G, (z)=hy+h z"'+h,z" +..+h z" (p>2n) (3)

To match the weighting sequence of the original system (1) with
that of the model (2), it is necessary that

o, +az +az + ..... +a z_'
1+Bz +[32 ..... +p z"

Then the following linear algebraic equations can be obtained

o =XBh,,  (i=0,1,2,.,m) (4)

or in vector-matrix form

B,

B.' (5)
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B, +h 1By + o +h1[3m =-h_
hm+1[31+hm[32+ ..... +h2[3m =-h_.»
hp_lﬁl+hp_2[32+ ..... +hp_mBm ——hp

h, b, h_..h|[B .

h, h, h_..h | I[P h,..

h,, h, h, ..h|IB|=-1h,,

b, b, b.h.| (B B ]
{(p-m)xm mx1i {(p—mxl

H B h

(6)

(N

Equation (7) can be solved for the [ - parameters using the
generalized least squares method. The least square solution of (7) is

p=[H"H]'H"h

where “T” denotes for a matrix transpose.

(8)

Having the denominator of the reduced model determined, the
parameters of the numerator of, the ¢ parameters can be computed

using the formula (4) or (5).

(>
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3. The Proposed Model Reduction Algorithm :

The reduction procedure can be summarized by the following steps:

Step I: compute the weight sequence of the original system (1)
fh,i=0,1,2,....p} p>2n
Step 2: construct the matrices H and h using (7)

Step 3: compute B -parameters of the reduced model using (8)

Step 4. compute the o -parameters of the reduced model using
(4,5)

Example

To illustrate the applicability of the proposed reduction
procedures, let us consider the following pulse transfer function of
4™ order system given in [8].

0.07844z° — 0.1556z% +0.1042z - 0.02388
G,(2)= 1 3 2
z' —2.6982° +2.643z> —1.106z + 0.1653

9)

Fig. 1 shows the unit step response of the original 4™ order system.
A 2™ order model is obtained using the proposed method given by

0.0448z - 0.03733

G,(z) =
(2= %22+ 08327

(10)

The unit step response of the 2™ order model is shown in Fig, 2.
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4, Conclusions :

A reduction of a reduced order models for sampled data
systems is proposed. By computation, it can be reported in a
digital computation and possible extension to multivariable
system .
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