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m Abstract:

3D Holoscopic imaging is a technique that use one single camera aperture where it
consists of micro-lens array type in the rendering process, that leads to avoid eye fatigue. The
paper presents a novel algorithm that addresses the challenge of reducing the computational
time required to generate photo-realistic still 3D integral images based on multiprocessors
ray tracing system. The proposed approach combines information from multiple micro-
images with the first micro-image being fully ray-traced and the subsequent ones generated
through re-projection by using spatial coherence between adjacent micro-images. This
allows reusing of results obtained through one micro-image to computer generate the
neighboring micro-image and hence to avoid ray tracing all the pixels. The algorithm deals
with micro-images of a still image separately and apart from the first micro-image which is
fully ray traced, all other the micro-images are generated using information obtained from
the correspondent micro-image in the cylindrical-lens immediately prior to it. Subsequent,
test results show the important impact that the new integral lens view algorithm has achieved
saving approximately (13 % - 47 %), more than its normal execution speed regardless the
complexity of the scene, and the number of computations. In the case of a complex nature
scene such as tree scene a significant saving up to (41 %) and saved up to (6.057) seconds is
achieved. Whereas, the saving in such as teapot, room, small-balls, and primitives scenes are
between (25 %, 39 %, 47 %, and 27 %) respectively. Promising results obtained are making
a real impact on the various applications such as virtual reality, 3D computer games and
architectural visualization are certain now.

*Associate professor. Software Engineering Department, Faculty of Information Technology, Tripoli
University- E-mail: M.Eljadid@uot.edu.ly

**Professor. School of Mathematics and Computer Science, University of Wolverhampton.
Wolverhampton, United - Kingdom. E-mail: a.aggoun@wlv.ac.uk

**% Senior Lecturer. Alexandria University, Research Medical Institute, Department of Biomedical
Engineering, - Alexandria, Egypt. E-mail: ohassan@alexu.edu.eg

40



Lens View Rendering For Efficient Computer Generation Of 3D Integral Images

Keywords: Acceleration 3D Integral Images, Real-time Computer Generation
content of Integral Images, Computer Graphics, Spatial Coherence, Ray
Tracing, 3DTV.

@ ®

palaidim

Luse 3ue (po 9S50 Lgdl G g Busls 550 addeind LV G WIS jgunll duss
sty Lol el e daae JS9.5 gl Lyl g bolaitl ddace L8] d8game dun e Alatia
sl olgd e e g 35l oddg 5yglell dvnall e WD dalize s 25y Al 3 panll 3ygunll
Ladyl o> 3y Jg¥ and Lim 1 35 )5l1 ol Saalidl M5 padl slga ¥y cbie Yl ane 1 595
Aolgha N1 Leoaall oy asadl (a3l 2 el (19S5 3 LaST duatl ualia (ol Boua>
5ygall L5 Joi e @il Glustl Llae g dodlall oyl Julan lantl o=l 3 il
Llaall g ladill o aylss e wiall o) (o3l om oyiis gy lldy LalSall
250 2 ] o daboliiy e guall JUEl oluamy 258 LY daeadly ) 3y G132l
Ll alazmial ale] dudae (uya5 43481 o L poliiy JSS ugdully ISAT clIs O Y (aa
Loay ool susell 23oll 2. Lgblan] ale) L:gT gladdl o da)ylex Anwlg Lgde Joznll
Bleat] 5L L Lomie Aa le (55 oy Anntall Dlolas alaiinls wia pdge s @
3 3peall ik 35lie Calassl Aapyls Blslacs¥) 3 huall 8ypuall (oS3 2 pypadd 333 gl
Lilgla¥ Lasadl (o ool )3l Adee Ol @S adl . LY e de oo (o LS
Badail) AalW) sl e yled alusil @3 cliSy 3 a il

Dsadl oSl GaEal (el Banaill Indlaall pladdl ol da)) o dis Lall SledsI @

3 piuall Lol Heall o dasl il gelod!  Lageadl bl 235 AlalSall
L AN (el Lala

m Introduction

The proposed algorithm is introduced a novel approach by combining fully
ray traced and reprojection generated micro-images. This hybrid technique
offers a potential solution to decrease the computational burden associated
with generating 3D integral images. The process, which is referred it as
reprojection, is to overcome the issue of ray tracing transport light problems
of intersection points that related to pixels of each cylindrical-lens and hence
the rendering execution time is decreased. The proposed integral imaging lens
view algorithm accelerates integral ray tracing by a factor of four times when
compared to fully ray tracing all micro-images in a single integral image.
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visible degradation and distortion caused by lens view algorithm are treated
using z-buffered projection and 3D interpolation while only missed 3D pixels
are used ray tracing algorithm again. The z-buffer algorithm is used to ensure
that the closest point image is mapped onto the pixel image. Finally, the micro-
image is generated through the cylindrical lens (1-5). The proposed /ILVA life
cycle and pseudo code processes are illustrated in Fig. 1and Fig. 2. The Fig. 1
shows the developments stages of the new algorithm is started from the first
cylindrical lens which is fully generated using integral ray tracing algorithm.
The point image array is developed in order to save 3D information. The

reprojection process is reprojected the point image into pixel image.

Reprojection

Fig.1. Rapid integral ray tracing using integral imaging lens view algorithm.

Integral
Ray
Tracing

Cylindrical lens
micro image

While not end of camera file

{
Get position of 3D camera
If first cylindrical lens use 3D integral ray tracing algorithm to
generate first Microlens (microimage)
If position of 3D integral camera changes
reproject image points of previous rendered micro-image onto
new image pixels plane

Fig.2. Pseudo code of integral imaging lens view algorithm.
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® Computer Generation Of Holoscoic Images Using Parallel Ray-
Traced System

Computer generation of 3D integral images also refer it as 3D Holoscopic
images has been addressed in several literatures (6-33). Computer generation
of 3D Holoscopic images is extremely valuable where 3D Holoscopic images
can be replayed onto a LCD monitor by overlaying it with a lenticular sheet,
Fig. 3. modelled the optical system of 3D Holoscopic images and applied
it inside a ray-traced renderer. Due to the nature of the recording process
of 3D Holoscopic images, some features changes in the camera model used
in standard ray traced. For lenticular sheets, each lens acts like a cylindrical
camera. A number of pixels are associated with each micro-lens from the
sub-micro-image Fig. 3. Each lens records a sub-micro-image of the scene
from a slightly different angle to the neighbor lens as seen in the Fig. 4. For
micro-lenses arrays each micro-lens acts like a cylindrical camera according
to the structure of the cylindrical-lenses, as shown in Fig. 3 and Fig. 4. the
lenticular lenses or the micro-lenses, a pinhole model is used. In the case of
lenticular sheets, the pinhole is formed a straight line parallel to the axis of
the cylindrical-lens in the vertical direction y axis. For every pixel, a primary-
ray is sent. The recording way of the primary ray draws a straight line going
forward towards the image plane and backward away from the image plane.
Similarly, primary rays of neighbor micro-lenses are sent to same directions
parallel to each other. Therefore highly correlated sub-images are generated
that is a feature of integral imaging.

Back field of view 4
] sub-
Lens aperture
Pinhole
Frontfield of wiew: Image full
Plane aperture
Lens sub-
N l(ﬂl‘\‘(f.\' aperture
Rerarding mediurm N
Fig. 3. Lenticular Microlens sheet model Fig. 4: Sub-aperture and full aperture
in holoscopic ray tracer. micro-lenses.
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The special character and structure of the micro-lens and the Holoscopic
3D camera model in the ray-traced affects the way that primary rays are sent
through as well as the spatial-coherence amid the rays.

m Acceleration Of Integral Ray Tracing Techniques For Generation
Of 3D Integral Images

A small amount of work has been done in terms of speeding up the execution
of computer generation of integral images. Recently, three existing state-of-
the-art techniques addressed reducing running time for fast generating 3D
integral images were reported (30,31,32). The first technique of speeding
up ray-traced is to decrease the tests of intersection points for shadow-rays
numbers provided on the shadow cache technique (30,31,32). The second
technique seized the beneficial of temporal coherence between consecutive
3D Holoscopic images which allows the usage of information from one
frame to generate the next frame. Thus avoiding ray tracing a large number of
pixels and hence reducing the processing time (31). The third technique takes
advantage of the spatial coherence (5).

m Lens View Rendering Algorithm For Efficient Computer Generation
Of 3D Integral Images

The paper addresses a practical concern in computer graphics the time-
consuming nature of generating photo-realistic 3D integral images. the
algorithm significantly reduce the rendering time, making it beneficial
for various applications, including virtual reality, computer games, and
architectural visualization. This allows reusing of results obtained for one
micro-image to computer generate the neighboring micro-image and hence
avoiding ray tracing all the pixels. The proposed algorithm treats micro-
images of a still image individually and apart from the first micro-image
which is fully ray traced, all other the micro-images are generated using
information obtained for the correspondent micro-image in the cylindrical
lens immediately before it. The process, which is referred to as reprojection,
reduces the intersection points tests associated with ray-traced 3D pixels in
every cylindrical lens (micro-image) and hence the rendering execution time
is decreased. The proposed integral imaging lens view algorithm accelerates
integral ray tracing by a factor of four times when compared to fully ray
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tracing all micro-images in a single integral image. Graphical distortion
and degradation occurred by re-projection are sort it out using z-buffered
projection and 3D-interpolation but the fully ray-raced used to generate 3D
missed pixels. In the rendering part of ray-traced algorithm, rays that shape
the scene are used to catch intersection points hit the objects in the scene.
The intersection points are being projected against the 3D Holoscopic image
plane. The output projections process is defined the pixels of the 3D-image.
The 3D projection process could be represented by matrix multiplication of
3D camera matrix C and the 3D world coordinates (X, Y, Z, 1) of the 3D
intersection point, that projected against the 3D image plane or project plane:

wa_ [ X |
Y
wy _C
wz Z (1)
| W 1]

Whereas (X, y, z) are the 3D image coordinates of the projection plane
where w indicates as a scale factor. (X, y) is the 3D pixel place in the 3D
image. The image plane is far away at Z distance towards the projection
centre and it must be constant to all 3D pixels.

m Camera Matrix

The field of computer graphics is embedded the use of pinhole camera
with perspective projection in their 3D cameras. Perspective projection
projects the points against the 3D image plane alongside that spawns from
a single 3D point, named the center of 3D projection. Obviously, the objects
of more distant of centre of projection to be smaller whereas, the objects that
closer to the centre of projection to be larger. 3D Camera matrix comprises
of 3D projection matrix and transformation matrices that transform the scene
from the coordinate to coordinate of the viewing camera. Begin with the
image plane at distance d away towards the origin of camera coordinates,
that representing the centre of projection of the 3d-camera, and a 3D point p
is projected against the image plane. Calculate P =(x,y,2) the perspective
computer graphics projection of P, against the image plane at z = d, triangles
similarity to that shown in Fig. 5, are used to implement the equations.
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Yo _x I Y
d z d =z (2)
Now, multiplying each side of the equation by d we get
— X X
T @d) T (Gd) 3)

The d distance is just a scale factor applied to X, and Yy All values of z
allowable except z=0. The points that projected will be behind the centre
of projection on negative z axis or between the centre of image plane. The
transformations can be expressed as 4 x 4 matrix as following:

17 0 0 0
o 1 0 0
M = (4)
o 0 1 0
0 0 1/d 0
y
Projection

plane

Pp(xp, yp, d)

——
d
X
P(x 5 2)
View |
along X |
Yaxis = :
L
]
d Image plane z
—d

W along
Xaxis

Project
ion plane

Fig. 5. Perspective projection[47].
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Now, multiply the point P = [x y z ]]T by the matrix M we get the
homogeneous point [ X v 7 W]T .

W w’w

(2.2 2)- (x,.7,.2,) al

X Y

EnNer i) (6)
The above equations are the outcomes of equation 2 and define the location

of the 3D pixel of the projected point P.

S S S
~ N = =

(5)

Equation 5, z/ d is defined as W. Now, to divide[x v z w] by W
and in order to drop the fourth coordinate.

® Integral Imaging Lens View Algorithm Calculations

In order to implement this novel algorithm some essentials 3D Holoscopic
images geometrical calculations must be achieved. micro-lens horizontal
resolution of the projection plane is expressed as MHR and the micro-lens
vertical resolution is expressed as MVR, where PSX is the 3D pixel size in the
x coordinate, in both horizontal and vertical directions, and MLP is expressed
as lens-pitch.

The number of pixels behind a Microlens, NML, is defined as:
NMIL = MILP/ PSY (7)
The Microlenses per still 3D holoscopic image frame, NMF, is defined as:

NMF = MHR/ NML (8)

the lens-width is defined as MLW, lens-depth MLD, and focal-length is
defined MLF.

MLW /| MLP = MLD / MLF (9)
PXS = MLW / NML (10)
PSY = MLW /| NML (11)

47



AL-JAMEAI -Issue 38 - Autumn 2023

MLWI is the width of 3D holoscopic image frame is expressed as:
MLWI = PSX [ MHR (12)

Where MLI is the length of 3D holoscopic image frame is defined as:
MLI = PSY [IMVR (13)

MLPA is defined as the aperture width of the Microlens, in order to prevent
overfilling of micro-images by providing a physical boundary that restricts
the incident rays projected on the image plane.

MLD = MLPA[]MLP/MLP (14)

The distance d must be control in order to correctly fill the Microlens filed.
If the cylindrical-lens aperture is positioned then d from it to the cylindrical-
lens sheet is greater than d then the aperture in microlens will not be overfilled.
Because of the width of image and the aperture being smaller than lens-pitch
of the cylindrical sheet. If the distance d between cylindrical lens sheet and
cylinderical aperture is equal to d then the micro-images are perfectly filled.
That is there should be no overfill effects, such as multiple images, and no
under filling effects, such as dead areas between the micro-image zones see
Fig. 6. If the rays incident on cylindrical lens sheet are not limited then the
micro-image fields will always be overfilled. There are some advantages of
designing the 3D Holoscopic image allowing us to work on each micr-olens
separately than the next neighboring one in terms of the focal length, number
of micro-lenses and pixels, micro-image with and length.

m Reprojection In Integral Ray Tracing

The core idea of the hybrid algorithm addressed is to generate a still 3D
integral image. Reprojecting the pixels generated from the previous cylindrical
lens onto the next cylindrical lens through 3D camera matrix C of the new
cylindrical lens against the image plane of the new lens. The cylindrical lens
is represented by one camera matrix. This sample process has saved enormous
amount of ray traced computational burden associated with intersection tests
and shadow procedures and significantly reduce the running time of the fresh
cylindrical lens. The process where the pixels of the new cylindrical lens are
calculated is summarised in Fig, 6. Originally, normalizing and transforming
the scene to the camera view coordinates. The sequences of transformations
shows below.

48



Lens View Rendering For Efficient Computer Generation Of 3D Integral Images

1. Translate the origin of the scene coordinates through the translation
matrix T to the origin of the micro-lens view.

2. Rotate the scene coordinate through the rotation matrix R such that its
normal vector becomes the z axis, its right vector becomes the x axis, and its
upper vector becomes the y axis.

3. Scale the volume containing the scene via the scaling matrix S in order
to accommodate the dimensions of integral image window and the distance
by which the image plane is separated from the origin of the camera.

3D world Camera coordinates Image coordinates

coordinate

Apply normalizing Reproject against Clip onto image
—> transformation projection plane window

Fig. 6. Implementing of 3D scene view.

Step one is achieved by applying the translation matrix T:

1 0 0 —c,
- o 1 0 -c,
0o 0 1 —c.
o 0 0 1 (15)

Where (c, c, cz) is the origin of the camera view.
Step two involves applying the rotation matrix R:

The row vectors perform step two are the unit vectors rotated by R onto the
X, y, and z axes [47].

The scene is rotated against the x, y, 7 axes of the camera, consequently.

u, u, U, 0

v, vV, V. 0 (16)
R= : :

N, N, N, 0

0o 0 0
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Where U, V,and N are the unit vectors along the X, Y, and Z axes respectively.
Step three is achieved by applying the scale matrix S:

The image plane is upright to the z axis that spawns at the middle of the
image window, and has length L and width K. In addition to that the image
plane is a distance d away from the origin of the camera. In step three the
volume containing the scene is scaled by matrix S in order to meet these

parameters.
S is expressed by:

% o o0 o0

o L o o (17)
S = L

o o L o

d
lo o o 7]

The sequences of transformations as implemented to a desire scene previous
integral projection. Multiply the three matrixes generate the normalization
transformation matrix N:

N=SRT (18)

The camera matrix is then produced by multiplying the integral projection
matrix and MI the normalization transformation matrix N:

C=M xN (19)

scene points are mapped by The camera matrix C of the new cylindrical lens
from the 3D world coordinates (x, y, z, ) onto the image coordinates (xp, Yy 2y 1)
of the new lens as follows:

(20)

- N oK

This generate the new cylindrical lens without the need for ray-traced them
again and hence, increase the speed of generating 3D integral images, and
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save a major vast number of rendering for intersections tests and shadow.
The final stage is to check whether x and ) is within the cylindrical lens
boundaries or outside the boundaries. If any one of them is outside the micro-
image boundaries, the reprojected point will be discarded. Otherwise, it will
be recorded in the new micro-image. The same routine is repeated again
to generate a new micro-images use the information leftover from prior to
micro-images Fig.7.

Point’s Colour (Red

and Green, Blue)

Point’s location
Object ID

Pixel’s Lens ID

Pixel’s Status

Pixel’s  Colour
(Red and Green,
Blue)

Fig. 7. Pixel image and Point image.

® Holoscopic Images Lens View Algorithm

Essentially, still 3D Holoscoic image contains of array of micro-lenses.
Every cylindrical-lens acts like a separately 3D camera. Integral ray-traced
is used to produce the first micro-image through the first cylindrical-lens.
Unidirectional camera sets to get a new location of cylindrical-lens. Obtain a
new location of micro-lens is simply by known the width of micro-lens MLW.
That allows defining the translate of the camera alongside the x optical axis
and hence the position of the new micro-lens. The micro-image of the second
micro-lens is generated by reprojecting points of the previous micro-image
in first micro-lens through associated camera as described. The recursive
procedure is repeated for the remaining cylindrical lenses. The point at which
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the ray hits the object is called, intersection point. Therefore, the reprojecting
technique needs particular data for each pixel in the previous micro-image to
produce the currently micro-image. Integral ray-traced is adapted to allocated
two dimensional arrays that represent the pixel- image and the point-image
respectively. The key values of the two arrays are linked up through their
position in the arrays. Every element of the point-image contains of the
position of an intersection point, the IDN of the object intersected, and its
associated color data. Every element of the pixel-image contains of IDNP of
an associated micro-lens, the color of the pixel, and status. The status of a
pixel represents the flags of the colour is developed in the integral ray tracer
software by three conditions: the first condition is to ‘0’ the color of a newly
produced point, the second condition is to ‘1’ the color of a reprojecting
point, the third condition is to ‘-1’ there is not projected point against this
pixel. Mainly, the first cylindrical lens is fully ray tracing prior to the points
being reprojected using the explained previously projecting onto the adjacent
new cylindrical lens’s image plane with respect to the new viewing position.
Multiply every point P from the previous cylindrical lens by the new camera
matrix of the new cylindrical lens yields the pixel location in the new lens’s
coordinates. Therefore information of the point P is saved in this location in
the new point-image of the current cylindrical lens. The colour of the point is
then saved in the corresponding pixel in the pixel-image with the status flag
set to ‘1’. The new point-image is first initialized by set the colour to black
and set the status of the flag of pixels in the pixel-image to *-1°.

m Holes Or Blank Regions

3D Pixels have not points projected against them are named 3D missed
pixels. They appear as black holes or blank regions in micro lens and their
flags equal to ‘-1’ that means there is not 3D point is projected against
associated the 3D pixel. 3D missed pixels are the result of firstly, occluded
areas in the previous micro lens that should appear in the new micro lens that
are missed (2,4,31). Secondly, The fresh new micro lens appears an areas that
have not been mapped by the previous micro lens. Overcome this problem the
3D missed pixels are ray traced to produce their intersection 3D points and
their colours (2,4,5). The same procedure is repeated using the 3D points of
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the current cylindrical lens in order to generate the new next cylindrical lens
(24.531).

m -Experiments and Results

Experiments have been conducted on unidirectional camera on different
nature of scenes. The different scenes tested are shown in Fig. 8. The resolution
of the tested scenes is set to 512 H x 512 V pixels. The integral ray-tracing
algorithm and integral imaging lens view algorithm decreasing computation
time depends on the complexity of the scenes. Subsequent, test results show
the important impact that the new integral lens view algorithm that has been
achieved saving approximately (13 % - 47 %), more than its normal execution
speed regardless the complexity of the scene, and the number of computations.
In the case of a complex nature scene such as tree scene a significant saving
up to (41 %) and saved up to (6.057) seconds is achieved. Whereas, the saving
in scenes such as teapot, room, small-balls, and primitives scenes are between
(25 %, 39 %,47 %, and 27 %) respectively.

(b) Tree scene

(a) Teapot scene (c) Gears scene

.|Fig. 8: Tested scenes [34

The integral ray tracing algorithm and integral imaging lens view
algorithm have been reduced the rendering computation time depending on
scene complexity. Fig. 9. Shows different 3D integral imaging frames of the
test scenes. Tables 1, Table 2 and Table 3, show the details of scenes tested.
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Table 1. Information of tested scenes.

5 No. of Light | Number of | Number of | Number of
Scenes No. Objects
Sources Planes Spheres Polygons

Teapot 2330 2 0 0 0
Room 28 1 6 12 0
Small-balls 7385 3 1 7381 0
Tree 8199 7 0 0 0
Primitives 40 2 1 9 0
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Scene . . MicroLens Number of Number of Numbe.r of pixels
Microlens pitch Lo ] behind per
Names focal- length | cylindrical- lenses objects .
cylindrical lens
Teapot 2.116667 6.8 64 2330 8
Room 2.116667 6.8 64 28 8
Sc98 2.116667 6.8 64 40 8
Small- balls 2.116667 6.8 64 95 8
Tree 2.116667 6.8 64 8199 8

Table 3: Renderings time of different frames used integral ray-traced algorithm and integral
imaging lens view algorithm.

Scenes Total rendering time of Rendering time frame Total saved rendering

3D integral image using | using integral imaging time after use integral

fully integral ray-traced | lens view algorithm imaging lens view

algorithm algorithm

(in seconds)
(%) in sec) and)

(in seconds) /
Teapot 3.000 2.253 % sec 250.747
Room 2.000 1.218 % sec  390.782
Primitives 2.000 1.455 % sec 27 0.545
Tree 14.734 8.677 % sec  416.057
Gears 5.000 4.343 %sec 132.125

Initially, the first micro-image of frame for every scene tested is generated
by fully integral ray tracing without the need of using of the integral lens
view algorithm. Due to the different scene complexity, the computation times
needed for ray tracing a scene are differs from scene to another. Table 3
shows the rendering timings for the same scenes 3D integral imaging frames
generated using fully integral ray-tracing algorithm and the integral lens
view algorithm. The significantly reduce of the execution timings that have
been saved as shown in Table 3, (13% - 47%) reduction in the ray-traced
timing for different nature scenes is achieved by used the lens view technique
when compared to fully ray-traced depending on the complexity of the scene.
Integral imaging lens view algorithm consumes for instance 2.253 second for
photo-realistic still 3D integral image of teapot scene depends on the scene
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and the time for ray tracing of different scenes. The new technique that is
developed also saves up to (6.057) second of computation time of Tree scene.

m Conclusion

The primary objective of significantly reducing rendering running time
for generating 3D integral images is defined and is supported throughout the
paper. The main idea of integral imaging lens view is to take full advantage
of the spatial coherence which is inherent in integral imaging. In this sense,
3D information obtained for cylindrical lens is reused to generate the new
cylindrical lens and hence avoiding ray tracing again a large number of
pixels. The implementation of integral imaging lens view algorithm addressed
a practical concern in computer graphics the time-consuming in details
considering the three main stages of the proposed new algorithm: application
of transformations, normalization into viewport, reprojection plane, and clip
against view volume.

m References

1. Mahmoud G. Eljdid, A. Aggoun, O. H. Youssef, “ Computer generated content for 3D
TV”,in Proc conf. Kos Island, Greece, May 2007.

2.M. G.Eljdid, A. Aggoun, O. H. Youssef,” Enhanced Still 3D Integral Images Rendering
Based on Multiprocessor Ray Tracing System” Journal of Image and Graphics,
Volume 2, No.2, December 2014 doi: 10.12720/joig.2.2.117-122.

3. Mahmoud G. Eljadid, A. Aggoun, “ Medical 3D Integral Images Visualization in
True Space” Lecture Notes on Software Engineering, Vol. 4, No. 2, May 2016, DOI:
10.7763/LNSE.2016.V4.229.

4. M. G. Eljdid, A. Aggoun, O. H. Youssef,” Enhanced Techniques 3D Integral Images
Video Computer Generated” Proceedings of the International conference on
Computing Technology and Information Management, Dubai, UAE, 2014. ISBN:
978-0-9891305-5-4 ©2014 SDIWC.

5.Mahmod G. Eljdid, “3D Content Computer Generation for Volumetric Displays,” PhD
Thesis, Brunel University West London, 2007.

6. Tadashi shirai and Paul Johnson Senior science and Technology officer British Embassy,
Tokyo,”Three Dimensional (3D) Displays in Japan™, April 2004.

7.Mahmoud Geat Eljadid, “Reconstruction of Maya 3D Holoscopic Images”, International
science and Technology Journal(ISTJ). Vol. 33(1), October 2023.

8. Okoshi, T., ‘Three-Dimensional Imaging Techniques’, Academic Press, Inc., London,
UK. 1976.

56



Lens View Rendering For Efficient Computer Generation Of 3D Integral Images

9. B. Javidi and F. Okano., ed., ‘Special Issue on 3-D Technologies for Imaging and
Display’ Proceedings of IEEE, Vol. 94(3), 2006.

10. Dodgson, N.A., ‘Autostereoscopic 3D Displays’ IEEE Computer vol. 38(8), pp. 31
—36 (2005).

11. L. Onural, et. al., “An Assessment of 3dtv Technologies” Proceedings of NAB
Broadcast Engineering Conference, pp. 456-467, (2006).

12. Lippmann, G. ‘Eppreuves Reversibles Donnat Durelief’, J. Phys. Paris 821(1908).

13. Zafar M. , Jiangbin z. , Idress A., Muhammed 1., Amir S. “High-Performace GPU
Planetary-Scale Terrain Visualization” Proceedings of 5" ICIGP 2022 Conference.

14. M McCormick, N Davies, A Aggoun: ‘3D television and display systems using
integral imaging’. Invited paper, ‘Photonics East” SPIE Conference on 3D Display
Systems. Boston USA, Vol. 2864, pp. 51-59, July 2002.

15. N Davies, M McCormick and Li Yang: “Three-dimensional imaging systems: A new
development”. Applied Optics. Vol 27,4520, (1988).

16. Mahmoud G. Eljadid, Amar Aggoun, “Computer Generation of 3D Integral Imaging
Animations” Libyan International Conference on Electrical Engineering and
Technologies, LICEET 2018, Tripoli-Libya 2018, LICEET13732018

17.Mahmoud G. Eljadid, Amar Aggoun, Osama H. Youssef Atallah, “New 3D Holoscopic
Images Content Format” Libyan International Conference on Electrical Engineering
and Technologies, LICEET 2018, Tripoli-Libya 2018, LICEET13732018.

18.Mahmoud G. Eljadid, Amar Aggoun, “3D Holoscopic Image Video Content Display on
Volumetric Displays: The next generation 3D TV technology”, International Journal
of Information Technology and Electrical Engineering, Vol.7, No. 6, December 2018.
ISSN:2306-708X.

19. Cartwright, P., “Realisation of Computer Generated Integral Three Dimensional
Images,” De Montfort University, PhD Thesis, 2000.

20.R Stevens, N Davies, G Milnethorpe: “Lens arrays and optical systems for orthoscopic
three-dimensional imaging” The Imaging Science Journal. Vol 49, pp 151-164,
(2001).

21. F Okano et. al.: “Real time pickup method for a three-dimensional image based on
integral photography” Applied Optics, 36, No. 7, pp. 1598-1603, (1997).

22. B. Javidi and F. Okano, eds., “Three-dimensional television, video, and display
technologies”, Springer, New York (2002).

23. Jang J. S. and Javidi B., ‘Time-Multiplexed Integral Imaging’, Optics & Photonics
News, pp. 36-43 (2004).

57



AL-JAMEAI -Issue 38 - Autumn 2023

24. Y. Kim, H. Choi, J. Kim, S-W. Cho and B. Lee “Integral imaging with variable
image planes using polymer-dispersed liquid crystal layers”, Proc. of SPIE Vol. 6392,
639204, (2006).

25. A. Aggoun, E. Tsekleves, D. Zarpalas, P. Daras, A. Dimou, L. Soares, and P. Nunes,
“Immersive 3D holoscopic system,” IEEE Multimedia Magazine, Special Issue on
3D Imaging Techniques and Multimedia Applications, vol. 20, issue 1, pp. 28-37,
Jan.-Mar. 2013.

26. A. Aggoun: “3D holoscopic imaging technology for real-time volume processing and
display,” High Quality Visual Experience Signals and Communication Technology,
2010, pp. 411-428.

27. Halle, M. W. et al, “Fast Computer Graphics Rendering for Full Parallax Spatial
Displays,” Practical Holography XI and Holographic Materials IIl Proc. Of the
SPIE, Vol 3011, 1997.

28. Grahm E. Milnthorp, “Computer Generation of Integral Images using Interpolative
Shading Techniques” De Montfort University, PhD Thesis 2003.

29. Chaikalis, G. Passali, N. Sgouos, D. Maroulis, and T. Theoharis, “Near Real-Time
3D Reconstruction from Inlm Video Stream,” Department of Information and
Telecommunications, University of Athens, Greece, 2008.

30. http://www.3dvivant.eu/ contract no: IST-7-248420-STREP, Program FP7-
ICT-2009-4.

31. Osama H.Youssef,” “Pixels grouping and shadow cache for faster integral 3D ray-
tracing,” Stereoscopic Displays and Virtual Reality Systems IX Proc. Of the SPIE,
Vol.4660, pp. 123-134, May 2002.

32.0sama H. Youssef, ” Acceleration Techniques for Photo-Realistic Computer Generated
Integral Images,” De Montfort University, PhD Thesis, 2004.

33.0.H. Youssef and A. Aggoun, “Coherent grouping of pixels for faster shadow cache,”
in Proc. 3rd Holoscopic Computer Graphics, 3DTV Conference, Tampere, Finland,
8-9 June 2010.

34. Parallel/Multiprocessor Ray Tracing Software. [Online]. Available jedi.ks.uiuc.edu/
~johns/raytracer/

58



